**ABSTRACT**

The integration of interconnected Internet of Things (IoT) devices into the fabric of daily life has introduced significant security vulnerabilities and created a vast attack surface for cybercriminals, with botnets posing a significant threat. Cloud computing has revolutionized the way we access and manage computing resources. We propose a new framework that utilizes Long Short-Term Memory (LSTM) networks to analyse network traffic patterns and identify botnet activities on edge devices. The model benefits from fog computing infrastructure, enabling real-time detection and reducing reliance on centralized cloud resources. We evaluate our approach on a benchmark IoT botnet dataset, demonstrating its efficiency in detecting various botnet behaviors with more accuracy and low latency. This research contributes to enhancing the security and resilience of IoT networks by providing an effective and scalable botnet detection solution. A new approach to identifying botnet attacks in fog computing environments leverages the programmability of Software-Defined Networks (SDNs) to effectively neutralize these threats. This process has been evaluated using the latest data, diverse performance metrics, and modern deep-learning models. Cross-validation further confirms its effectiveness, demonstrating that it surpasses prior methods in accurately detecting 99.98% of complex and varied botnet attacks.
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